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AI Package (April 2021)

Coordinated Plan on AI (review from 2018)

Proposal for a legal framework on AI

EXCELLENCE AND TRUST 



AI Act: State of Play (ordinary legislative procedure)

Parliament
Vote in the Plenary :

14 June 2023

Council
General approach: 6 Dec 2022

Trilogues

European Commission
AI Act Proposal: 21 Apr 2021

both adopt legislation
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Proposal for a Regulation on AI

► “Classic” internal market rules applicable to the placing on the market, putting into service and use of AI
► Horizontal in scope and covering the full AI lifecycle 
► Two main objectives: 

► address risks to safety, health and fundamental rights
► create a single market for trustworthy AI in EU 

► Consistent with and complementing existing EU and national law (incl. on data protection)

Innovation-friendly and risk-based legislation 

► Provide legal certainty to operators and stimulate trust in the market  
► No overregulation: designed to intervene only where strictly needed following a risk-based approach

Horizontal legislation laying down uniform rules for AI in the EU market 

Creates a level playing field for EU and non-EU players

▶ Applicable independent of origin of provider or user 



Risk-based approach

Unacceptable risk
e.g. social scoring by public 

authorities, harmful 
manipulation, real-time RBI 
for law enforcement (with 

exceptions)

High risk
e.g. recruitment, medical 

devices

‘Transparency’ risk
‘Impersonation’ (chatbots), 

deep fakes, emotion 
recognition and biometric 

categorisation 

Minimal or no risk

Prohibited

Permitted subject to compliance 
with AI requirements and ex-ante 
conformity assessment

Permitted but subject to 
information/transparency 
obligations

Permitted with no restrictions, 
voluntary codes of conduct 
possible

*Not mutually 
exclusive

Parliament & 
Council agree



High-risk Artificial Intelligence Systems 
(Title III, Chapter 1 & Annexes II and III)

SAFETY COMPONENTS OF REGULATED PRODUCTS (ANNEX II)

ü Biometric identification and categorisation of 
natural persons

ü Management and operation of critical 
infrastructure

ü Education and vocational training

ü Employment and workers management, 
access to self-employment

CERTAIN (STAND-ALONE) AI SYSTEMS IN THE FOLLOWING AREAS (ANNEX III)
ü Access to and enjoyment of essential private 

services and public services and benefits

ü Law enforcement

ü Migration, asylum and border control 
management

ü Administration of justice and democratic 
processes

1

2

(e.g. medical devices, machinery) which are subject to third-party 
assessment under the relevant sectorial legislation

HIG
H R

ISK

NB! Only the use cases explicitly listed in Annex III are high-risk; 
The Commission can add more through delegated acts to keep the list future proof.

Parliament & 
Council agree

AI systems intended to assist a judicial 
authority in researching and interpreting 

facts and the law and in applying the law to 
a concrete set of facts



COM proposal
▶ Annex III, point 8: High-risk only when AI used to ‘assist judicial authorities in researching and interpreting facts and the law 

and in applying the law to a concrete set of facts’. Such qualification should not extend to AI systems intended for purely 
ancillary administrative activities that do not affect the actual administration of justice in individual cases, such as 
anonymisation or pseudonymisation of judicial decisions, documents or data, communication between personnel, 
administrative tasks (Recital 40)

▶ Legal services not subjected to mandatory requirements, voluntary codes of conduct possible (Article 69)
▶ Existing legislation and ethical standards applicable to legal services continue to apply whenever AI is used 

EP amendments
▶ Annex III, point 8: AI systems intended to be used by a judicial authority or administrative body or on their behalf to assist a 

judicial authority or administrative body in researching and interpreting facts and the law and in applying the law to a 
concrete set of facts or used in a similar way in alternative dispute resolution.

▶ Recital 40: The use of artificial intelligence tools can support, but should not replace the decision-making power of judges 
or judicial independence, as the final decision-making must remain a human-driven activity and decision. 

Council amendments
▶ Annex III, point 8: AI systems intended to be used by a judicial authority or on their behalf to interpret facts or the law and 

to apply the law to a concrete set of facts
▶ Article 63(5): Market surveillance activities shall in no way affect the independence of judicial                                           

authorities  or otherwise interfere with their activities when acting in their judicial capacity.

How will it impact the legal sector?

HIG
H R

ISK



Requirements for high-risk AI (Title III, 
chapter 2)

Use high-quality training, validation and testing datasets 
Implement data governance procedures

Establish documentation in Annex IV and design the system with logging features 
(traceability & auditability)

Ensure appropriate degree of transparency and interpretability of the system by design 
Provide users with information (on how to use the system, its capabilities and limitations, 
potential risks etc.)

Enable human oversight aimed to minimize residual risks (measures built into the system 
and/or to be implemented by users) 

Ensure robustness, accuracy and cybersecurity throughout the lifecycle

Establish and 
implement an 
iterative risk 
management 

process 
(identify & 

mitigate risks)

HIG
H R

ISK

NB! Harmonised technical standards developed by ESOs will support providers to demonstrate compliance.

Parliament & 
Council agree



► Establish and Implement quality management system in its organisation 
► Draw-up and keep up to date technical documentation 
► Undergo conformity assessment and potentially re-assessment of the system (in case of significant 

modifications)
► Register standalone AI system in EU database (listed in Annex III)
► Sign declaration of conformity and affix CE marking
► Conduct post-market monitoring
► Report serious incidents &malfunctioning leading to breaches to fundamental rights
► Collaborate with market surveillance authorities
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Overview: obligations of operators 
(Title III, Chapter 3)

► Operate high-risk AI system in accordance with instructions of use
► Ensure human oversight & monitor operation for possible risks 
► Keep automatically generated logs  
► Report any serious incident & malfunctioning to the provider or distributor 
► Existing legal obligations continue to apply (e.g. under GDPR, sectoral laws)

HIG
H R

ISK

Parliament & 
Council agree



PROHIBITIONS1

2 HIGH-RISK ANNEX III

• Extends the social scoring prohibition to private 
sector

• Extends the exceptions to the prohibition of real-
time remote biometric identification for law 
enforcement purposes in public spaces

• Extends the social scoring prohibition to private sector
• Prohibits without exceptions ‘real-time’ Remote Biometric 

Identification (RBI) and subjects ‘post’ RBI to prior judicial 
authorization

• Adds new prohibitions for predictive policing, biometric 
categorization based on sensitive data, emotion recognition in 
several areas, scraping of online images

COUNCIL EUROPEAN PARLIAMENT

• Adds 2 use cases (health/life insurance, digital 
infrastructure) and deleted 3 (deep fake detection, 
crime analytics and authenticity of travel 
documents)

• Adds a filter for high-risk classification based on 
‘accessory’ nature of output with power for COM 
to adopt implementing act

• Adds 8 use cases: digital infrastructure, emotion recognition (when 
not prohibited), student monitoring systems, health/life insurance, 
border management systems, prediction of migrations 
trends/border crossings), AI in elections, recommender systems by 
very large social media platforms.

• Adds a filter for high-risk classification based on self-assessment by 
providers & consultation of national authorities

Points for discussion (1)



USER OBLIGATIONS AND REMEDIES3

4 THE GOVERNANCE FRAMEWORK

• Adds obligation for public authorities to 
register use of high-risk AI system in the EU data 
base

• Adds a right to complaint to market 
surveillance authorities

• Adds obligation for public authorities to register use of high-risk AI 
system in the EU data base 

• Additional obligations for users of high-risk AI (inform affected persons 
about use, do a fundamental rights impact assessment, give explanation)

• New chapter on remedies (complaint, judicial remedy, collective redress, 
right to an explanation, whistle-blowers protection)

• Role/nature of AI Board essentially not changed (a 
few more tasks added)

• Enforcement decentralized aligned with existing 
mechanisms/structures (Market Surveillance 
Regulation)

• New support actions for national enforcement 
activities (pool of experts, Union Testing Facility)

• Requires one national supervisory authority (independent)
• AI Office: an independent EU body with legal personality replaces 

AI Board
• AI Office: new governance tasks and coordination enforcement 

powers (in case of widespread infringements)

COUNCIL EUROPEAN PARLIAMENT

Points for discussion (2)



5

6

PRINCIPLES

GENERAL PURPOSE/FOUNDATION MODELS/GENERATIVE AI
• GPAI to comply with requirements & obligations for 

high-risk if it can be used in high-risk context 
(requirements to be adapted by the COM in 
implementing act)

• Providers of GPAI have to collaborate/share 
information with downstream providers

• Foundation models subject to specific requirements: assess and 
mitigate possible risks and harms through appropriate design, testing 
and analysis, data governance measures (incl. assessment of biases), 
appropriate levels of performance, predictability, interpretability, 
corrigibility, safety and cybersecurity, model evaluation with the 
involvement of independent experts, extensive testing, environmental 
standards, technical documentation and intelligible instructions for use; 
quality management and registration in a database

• Generative AI: additional measures to avoid generation of content in 
breach of Union law; transparency content is generated by AI, detailed 
summary of training datasets that are copyright protected 

• Providers of GPAI/foundation models/other components have to 
collaborate/share information with downstream providers

COUNCIL EUROPEAN PARLIAMENT

• No horizontally applicable principles (aligned with 
COM proposal)

• Added AI principles (HLEG key requirements) as “best effort” obligation 
applicable to all AI systems. 

Points for discussion (3)



Next steps

1 2 3

Ø The European Parliament
and the Council started
Trilogues on 14 June

Ø Agreement expected by
end of 2023

Ø Once adopted, 2 or 3 
years of transitional 
period before the 
Regulation becomes 
directly applicable

Ø COM launches an AI 
Pact for companies to 
prepare and implement 
legislation ahead of 
legal deadline

Ø In parallel, harmonized 
standards of 
CEN/CENELEC should 
be ready and support 
operators in the practical 
implementation of the 
new rules& conformity 
assessment procedures  



Thank you



Artificial Intelligence and Lawyers: 
What you need to know now

The CCBE’s policies, guides and recommendations 
on AI

Simone Cuomo
CCBE Secretary-General

Zoom Webinar, 26 June 2023
Co-funded by the European Union



Council of Bars and Law Societies of Europe

30 FULL 
MEMBERS 1AFFILIATE

MEMBER 7 ASSOCIATE
MEMBERS 7

The voice of the European legal profession
representing, through its members, more
than 1 million European lawyers.

OBSERVER
MEMBERS

AI IN CRIMINAL JUSTICE



AI4Lawyers Project:
• Guide on the use of Artificial Intelligence-based tools by lawyers and law firms in the EU (02/2022)
• Report on opportunities and barriers in the use of NLP tools in SME law practices (11/2021)
• Overview of the average state of the art IT capabilities in the EU (February 2021)

Policy papers:
• Joint Statement to call on the EU to ban predictive and profiling systems in policing and criminal 

justice in the AI (03/2022)
• CCBE position paper on the Artificial Intelligence Act (10/2021)
• CCBE Response to the consultation on the European Commission’s White Paper on Artificial 

Intelligence (06/2020)
• CCBE considerations on the Legal Aspects of AI (02/2020)

CCBE actions on AI

https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/IT_LAW/ITL_Reports_studies/EN_ITL_20211126_Report-on-opportunities-and-barriers-in-the-use-of-NLP-tools-in-SME-law-practices.pdf
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/IT_LAW/ITL_Reports_studies/EN_ITL_20210201_Overview-of-the-average-state-of-the-art-IT-capabilities-in-the-EU.pdf
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/IT_LAW/ITL_Statements/EN_ITL_20220301_Joint_Statement-to-call-on-the-EU-to-ban-predictive-and-profiling-systems-in-policing-and-criminal-justice-in-the-AI.pdf
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/IT_LAW/ITL_Statements/EN_ITL_20220301_Joint_Statement-to-call-on-the-EU-to-ban-predictive-and-profiling-systems-in-policing-and-criminal-justice-in-the-AI.pdf
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/IT_LAW/ITL_Position_papers/EN_ITL_20200605_CCBE-Response-to-the-consultation-regarding-the-European-Commission-s-White-Paper-on-AI.pdf
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/IT_LAW/ITL_Position_papers/EN_ITL_20200605_CCBE-Response-to-the-consultation-regarding-the-European-Commission-s-White-Paper-on-AI.pdf
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/IT_LAW/ITL_Guides_recommendations/EN_ITL_20200220_CCBE-considerations-on-the-Legal-Aspects-of-AI.pdf


Stages Management of cases Pre-trial Trial Judges’ deliberation/decision-making Post-trial

(Potential) AI 
applications

Case management system

Electronic 
communications

Automatic monitoring of 
procedures

Automatic system for 
monitoring procedural 
delays

Automatic system for 
completing procedural 
formalities

Establishment of 
automatic decisions on 
the progress of the case

Queue management 

Automatic sorting of 
appeals

Plea-bargaining: 
Prosecutor’s 
databases

Use of 
videoconference

Automated 
transcription / 
automated translation

Case management (in 
a situation of complex 
cases)

Use of emotional AI 
(detection of 
emotions, etc.…)

Case law tools

Prediction technology

Legal researches and analysis / 
autonomous researches

Scoring of risks / assessment of the 
suspect (chances of recidivism)

Automated judgments (decision trees)

Writing assistance tools and drafting 
judgments 

Decision making systems

Intelligence assistant systems 
(identification of patterns, analysis of 
datas, etc…)

Algorithms and accountability

Scoring of risks / 
probability of 
recidivism / 
parole 
opportunities

Anonymization of 
court decisions 

The use of AI by courts

For more details, see page 17 CCBE considerations on the Legal Aspects of AI (20/02/2020) / FR

https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/IT_LAW/ITL_Guides_recommendations/EN_ITL_20200220_CCBE-considerations-on-the-Legal-Aspects-of-AI.pdf
https://www.ccbe.eu/fileadmin/speciality_distribution/public/documents/IT_LAW/ITL_Guides_recommendations/FR_ITL_20200220_CCBE-considerations-on-the-Legal-Aspects-of-AI.pdf


Decisions are made after 
due hearing of the parties 
(adversarial proceedings)

Decisions are made by the 
judge him/herself (not 

delegated to a third party)

Decisions are rendered by 
an impartial judge

Decisions are reasoned 
and therefore explainable

Key aspects of the court’s decision-making process



The use of data and elements that have not been the 
subject of an adversarial debate

Transfer of (part of) the decision-making power

Lack of transparency (Blackbox)

Lack of level playing field (equality of arms)

The undermining of the principle of impartiality 

Breach of the principle of explicability

Main 
concerns on 
the use of AI 

by courts



Requirements 
regarding the 
use of AI in 
judicial 
systems

Regulation Ethical standards

Specific 
operational rules







“AI will not replace lawyers, but 
lawyers who use AI, will replace 
those who do not”

The use of AI in 
legal practice



Challenges 
and limits of 
AI in legal 
practice



Digital empowerment of 
legal practitioners 

Why? 
How?



THANK YOU!



Artificial Intelligence and Lawyers: 
What you need to know now

The use of AI in legal practice
Peter Homoki, former chair CCBE IT Law Committee,

author of the ‘Guide on the use of Artificial Intelligence-
based tools by lawyers and law firms in the EU’

Zoom Webinar, 26 June 2023

Co-funded by the European Union



Outline

• CCBE & ELF: Guide on the use of AI for lawyers and law firms, 2022

• LLM as a technique: what’s new with LLMs?
• What will be different?
• Opportunities and limits for lawyers

• [AI ecosystem and competitive edge among lawyers]



https://ai4lawyers.eu/

https://ai4lawyers.eu/


until stop(EOS)/
max. response 
etc.

LLM: a language probability model

[[-0.2, 1.3, ..., 0.5, -0.1],
[0.4, -0.3, ..., 0.2, 1.1],

...
[-1.2, -0.4, ..., -0.7, 2.3],]

→
[[0.00005, 0.00007, ..., 0.00004, 

0.00006],
[0.00006, 0.00005, ..., 0.00004, 

0.00008],
[0.00004, 0.00005, ..., 0.00003, 

0.00009],]

masked self-attention

feed-forward NN

transformer block

transformer decoder → context. embeddings
(96 x transformer block)

response tokens generated from 
context. tokens + prev. resp. tokens

Next tokens Score

_included 96%

_necessarily 1.7%

_asking 1.3%

text:
most lawyers are not [...]
(up to max. context length in tokens,

e.g. 4096 tokens)

tokens:
[1712, 9326, 389, 407, 

6646, ...]
(voc. size: ~50 257 tokens)

initial token embedding
(„meaning”)

+ positional encoding:
1712: [-0.12, 0.84 ... -0.50]
9326: [0.91, -0.63 ... 0.32]

389: [-0.95, 0.36, 0.72]
407: [0.01, -0.34, 0.52]

6646: [0.32, -0.34 ... 0.12]
... (1536x [ada-002])



Traditional computing vs. 
artificial intelligence (machine learning)

Computing by programming Computing after „learning by examples”



http://playground.tensorflow.org/





What difference can we expect with LLMs?

• A new layer on top of existing software or replacing software parts
• To automate that was not previously reasonable to automate
• General improvement in language-centric computer capabilities



Why now?

emergent abilities: with appropriate architecture and a large enough training data set...
new, surprising abilities appeared with 
the increase of parameters (neural network connections)
such as ...
• prompt-based tasks, in-context learning (versatile/practical uses in diverse zero-shot/few-

shot tasks, w/o fine-tuning)
• better logic reasoning, better understanding of human input,

e.g. can translate without being taught to

fine-tuning to instructions
public awareness of the capabilities of AI tools since November 2022



Opportunities with LLMs

Simplified, generic uses of machine learning made possible:
• number of usable experts ↑ e.g. consultants, and not ML engineers needed
• implementation costs ↓ no costly data preparation or fine-tuning needed

• replacement of less reliable, complex software (e.g. grammar generation for multiple 
languages)

• less tools to use and integrate

Use of conversational UIs (chat, open book question-answering) in legal practice



https://github.com/Homoki-Ugyvedi-Iroda/transcribe_redact_TUI

audio in text out audio length transcription 
length HW model lang WER transcript. 

multipl.

DS250132.mp3
SZMITszerz_out_medium.tx
t 0:33:22 0:53:54

CPU,i5-10500, 
16 GB medium Hungarian 13.63% 1.62

DS250132.mp3 SZMITszerz_out_large.txt 0:33:22 1:41:03
CPU,i5-10500, 
16 GB large Hungarian 11.36% 3.03

HP.mp3 HP.txt 0:48:56 1:19:09
CPU,i5-10500, 
16 GB large English N/A 1.62

Experiences w/ a transcription model

https://github.com/Homoki-Ugyvedi-Iroda/transcribe_redact_TUI


integration into document assembly/automation tools:
clause level (existing and practical as of now)



Legal open book “QA” = Information Retrieval

Task based on Hungarian legal codes
Correct 
answer

GPT-4 w/embedding (Ptk. + Pp.) [open book] 75%

GPT-4 w/o embedding (ChatGPT+) [closed book] 33%

GPT-3.5 w/embedding, similarity search, OpenAI emb. 33%

GPT-3.5 w/o embedding (ChatGPT+) 16%

GPT-3 (Ptk. + Pp. + commentaries) 30%

https://github.com/Homoki-Ugyvedi-Iroda/LawyerQAseed_experiment

https://github.com/Homoki-Ugyvedi-Iroda/LawyerQAseed_experiment


eredményei Ptk. és Pp.-ből



COLIEE

Importance of benchmarks focusing of lawyer tasks

https://link.springer.com/article/10.1007/s12626-022-00105-z


Who is selling to whom?

"#$%& Chip- and HW manufacturers
'()*+ Large commercial LLM providers.

(Google, MS/OpenAI etc.)
789 Research insEtutes/universiEes
:; Cloud-based IaaS/PaaS providers
<=>?@ABCDEFGHI Open source consultants, consultants of open 

language models (OLM), providers of non-
proprietary AI soluEons

JKLM Owners of private data
NO Customers
PQR AI “downstream” providers:

plugin providers, sellers of fine-tuned 
models, SDK/API
STU Governments

Short overview of the AI ecosystem



Competitive edge among lawyers
using LLMs in an AI ecosystem

Custom capabilities Knowledge Processes Client reach, trust, 
distribution

Custom application Using custom models Using diff. APIs 
(chains etc.)

Relying on other 
custom applications

Custom model
Model trained on custom data: 
task-specific NN train, pre-train, 
fine-tune, LoRA ...

Model providing 
better performance

Model w/ stronger 
control over data

Custom data Client data Process data Knowledge base 
data



Suggested sources for further reading:

PaLM 2 report: https://ai.google/static/documents/palm2techreport.pdf (May 2023)
GPT-4 “Sparks of AGI”: https://arxiv.org/abs/2303.12712
GPT-4 technical report: https://arxiv.org/abs/2303.08774
On measuring emergent  abilities (BIG-bench): https://arxiv.org/abs/2206.04615
Open source models: https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard
More generic AI landscapes: https://www.antler.co/blog/generative-ai, 
https://www.sequoiacap.com/article/ai-50-2023/

homoki.net/en/blog

Thank you!

https://ai.google/static/documents/palm2techreport.pdf
https://arxiv.org/abs/2303.12712
https://arxiv.org/abs/2303.08774
https://arxiv.org/abs/2206.04615
https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard
https://www.antler.co/blog/generative-ai
https://www.sequoiacap.com/article/ai-50-2023/
https://homoki.net/en/blog/


Artificial Intelligence and Lawyers: 
What you need to know now

Safe use of AI by lawyers – the risks to avoid
Giovanni Battista Gallus, LL.M., Ph.D.

CCBE Surveillance Committee

Zoom Webinar, 26 June 2023

Co-funded by the European Union



LLM and AI are the 
current buzzwords 
(forget crypto and 
metaverse...)

How can we approach them 
correctly?



#1 Duty of competence

• It is self-evident that a lawyer cannot 
effectively advise or represent his or her client 
unless the lawyer undertakes the appropriate 
professional education and training. A lawyer 
should be encouraged to undertake 
appropriate post-qualification training 
(continuing professional development) in 
order to keep abreast of changes in law and 
practice, including changes in the relevant 
technological and economic environment in 
which he or she works.

• A lawyer should be aware of the benefits and 
risks of using relevant technologies in his or 
her practice



It may seem trivial, but we must understand the main 
concepts before implemen8ng such systems in our 
daily prac8ce

• It is not necessary to be as proficient as 
Péter Homoki, but a broad knowledge 
of the main systems (and of the terms 
of services as well...) is compulsory and 
can avoid many (costly) mistakes



#2 Learn 
from(catastrophic) 
mistakes



Mata vs 
Avianca: a 
landmark case 
(for the wrong 
reasons)



From the latest memorandum
In the Order, the Court describes this situation as “unprecedented.”
We agree.

We can find no case where, as here, a lawyer using a new, highly-touted research tool obtained cases that 
the research tool itself completely made up.

The lawyer, Mr. Schwartz, had no idea this was happening, even when opposing counsel brought their 
inability to locate the cases to his attention.

ChatGPT even assured him the cases were real and could be found on Westlaw and LexisNexis, and 
continued to provide extended excerpts and favorable quotations.

Now that Mr. Schwartz and the Firm know ChatGPT was simply making up cases, they are truly mortified; 
they had no intention of defrauding the Court, and the mere accusation – repeated in hundreds (if not 
thousands) of articles and online posts – has irreparably damaged their reputations.
They have apologized to the Court in earlier submissions and do so again here



Let's spot the 
mistakes (and 
learn from them...)

• "A new, highly-touted research 
tool"

• NO, Chatgpt (or Bard, or any 
other LLM) are NOT search tools 
per se



Anthropomorphiza,on...

• "ChatGPT even assured 
him..."

• "ChatGPT was simply 
making up cases..."

• ChatGPT "continued to 
provide extended 
excerpts..."



Hallucinations 
(it's a technical 
term...)

• In Mata vs. Avianca, the cases were 
completely made up (together with the 
excerpts)

• "LLMs are also prone to “hallucinating,” 
which means that they can generate text 
that is factually incorrect or nonsensical"

• Types of hallucination:
• Lies
• Nonsense
• Source Conflation
• Overindulgence
(F. Neugebauer)



Attribute a meaning and a will to 
stochastic parrots

the tendency of human interlocutors to 
impute meaning where there is none 

can mislead both NLP researchers and 
the general public into taking synthetic 

text as meaningful.



Sycophancy 
bias
• "Larger LMs repeat back a 

dialog user’s preferred 
answer (“sycophancy”) 
and express greater desire 
to pursue concerning 
goals like resource 
acquisition and goal 
preservation" (Perez et al)



#3 Duty of 
confidentiality 
and 
professional 
secrecy



Google warned Alphabet engineers 
Thursday to avoid direct use of 
computer code that chatbots can 
also produce, because AI can 
reproduce the data it absorbs 
during training, risking a potential 
leak, Reuters reported, citing “four 
people familiar with the matter.”



Confidentiality woes



"We may 
use your 
content..."

(c) Use of Content to Improve Services. We do 
not use Content that you provide to or receive 
from our API (“API Content”) to develop or 
improve our Services. We may use Content from 
Services other than our API (“Non-API Content”) 
to help develop and improve our Services. You 
can read more here about how Non-API Content 
may be used to improve model performance. If 
you do not want your Non-API Content used to 
improve Services, you can opt out by filling out 
this form. Please note that in some cases this 
may limit the ability of our Services to better 
address your specific use case.
OpenAI T&C



A free software 
solution?
privateGPT
Ask questions to your 
documents without an internet 
connection, using the power 
of LLMs. 100% private, no 
data leaves your execution 
environment at any point. You 
can ingest documents and ask 
questions without an internet 
connection!



A peculiar risk: the 
end of e-evidence 
as we know it

Deep fakes, AI-generated 
images, AI-generated 
speech...



The Texan 
way
"All attorneys and pro se litigants appearing 
before the Court must, together with their 
notice of appearance, file on the docket a 
certificate attesting either that no portion of 
any filing will be drafted by generative 
artificial intelligence (such as ChatGPT, 
Harvey.AI, or Google Bard) or that any 
language drafted by generative artificial 
intelligence will be checked for accuracy, 
using print reporters or traditional legal 
databases, by a human being."
"Unbound by any sense of duty, honor, or 
justice, such programs act according to 
computer code rather than conviction, 
based on programming rather than 
principle"



Questions?



Avv. Giovanni Battista Gallus – @gbgallus

Giovanni Battista Gallus – www.array.eu – gallus@array.law - @gbgallus

http://www.array.eu/
mailto:gallus@array.law
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